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learning for fast adaptation of deep networks." Proceedings of the 34th
International Conference on Machine Learning-Volume 70. JMLR. org, 2017.

» Reptile (2018)

- Nichol, Alex, Joshua Achiam, and John Schulman. "On first-order meta-
learning algorithms." arXiv preprint arXiv:1803.02999 (2018).

 Low-Resource NLP(2018)

- Dou, Zi-Yi, Keyi Yu, and Antonios Anastasopoulos. "Investigating Meta-
Learning Algorithms for Low-Resource Natural Language Understanding
Tasks." Proceedings of the 2019 Conference on Empirical Methods in Natural
Language Processing and the 9th International Joint Conference on Natural
Language Processing (EMNLP-IJCNLP). 2019.
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Survey Paper Overview

« Tentative Title
- Apdbolg S 9ot HiEr2'd PS5 (A survey on meta learning algorithms for few-
shot learning)
* Introduction
- Meta learning vs Transfer learning or Multi-task Learning

* Problem Definition
- Supervised learning - Meta Learning
- Few-shot learning
- Dataset

* Meta Learning Algorithms
Model based approaches

*  MANN, MetaNet, SNAIL
Metric based approaches

» Matching Networks, Relation Networks, Prototypical Networks

» Few-Shot Learning with Graph Neural Networks, Transductive Propagation Networks
Optimization based approaches

* MAML, FOMAML, Meta-SGD, Reptile

* MT-Net, LEO

» Hierarchical bayesian model, probabilistic MAML, Bayesian MAML
Set-input approaches

* Deep sets, Neural statistician

Artificial Intelligence Laboratory



Meta Learning

« Two ways to view meta-learning

- Mechanistic view

» Deep neural network model that can read in an entire dataset and make predictions
for new datapoints

« Training this network uses a meta-dataset, which itself consists of many datasets,
each for a different task

* This view makes it easier to implement meta learning algorithms

- Probabilistic view

« Extract prior information from a set of (meta-training) tasks that allows efficient
learning of new tasks

» Learning a new task uses this prior and (small) training set to infer most likely
posterior parameters

* This view makes it easier to understand meta learning algorithms

ICML 2019 tutorial, https://sites.google.com/view/icml19metalearning
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Meta Learning

« Limits of Supervised Learning

supervised learning:

O ATEmaX log p(¢|D) D={(x1,y1), -, (Tr,yx)}
OSL=L>0
"‘\\:(—// model param/e;ers ‘}ning data input (e.g.,ﬁge] label

= arg I]l;j,){ log p(D|¢) + log p(@)

/ ~—

data likelihood regularizer (e.g., weight decay)

= argmax Z log p(yi|zi, &) +logp(¢)

What is wrong with this?

> The most powerful models typically require large amounts of labeled data
> Labeled data for some tasks may be very limited

¢ ICML 2019 tutorial, https://sites.google.com/view/icml19metalearning

Artificial Intelligence Laboratory


https://sites.google.com/view/icml19metalearning

Meta Learning

« Additional data
- Unsupervised learning
- Transfer learning
- Multi-task learning
- Meta learning

supervised learning:

SIE AR log p(¢|D)

can we incorporate additional data?

arg m(?x lOg p(¢|D7 Dmeta—train)

D

D,

Dlllcta-traill

D,

¢ ICML 2019 tutorial, https://sites.google.com/view/icml19metalearning

T)— {(-Z'l,yl)v Siess § («Tk.ayk)}

’Dmeta.-t,rain = {Dla cee 7D7L}
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MAML

« How MAML can learn prior knowledge from meta train dataset?
» Procedure of MAML algorithms

Algorithm 2 MAML for Few-Shot Supervised Learning
Require: p(7): distribution over tasks

— meta-learning

0 T |eaming/adaptati0n Require: «, 3: step size hyperparameters
I: randomly initialize 6
V£3 2: while not done do
3:  Sample batch of tasks 7; ~ p(T)
v £ 4 for all 7; do _ .
2 0* 5: Sample K datapoints D = {x) y)} from 7;
V‘Cl //’. 3 6: Evaluate VoL, (fg) using D and L7; in Equation (2)
il or (3)
/’ \\ 7: Compute adapted parameters with gradient descent:
% /,’ \\ " 0. =0 — aVoLlr, (fo)
1° ° 92 8: Sample datapoints P, = {x9), y)} from 7; for the
meta-update
tr 9:  end for
¢ — 06— C(VQL(H, Di ) 10:  Update @ < 6 — 3Vy Zfriwp(fr) L. (fer) using each D;
¢ ¢ and L7; in Equation 2 or 3 '
mein z L(Q — BVQL(H, Dl-r), Dl-s) 11: end while

task i

* Finn, Chelsea, Pieter Abbeel, and Sergey Levine. "Model-agnostic meta-learning for fast adaptation of deep networks." Proceedings of the 34th International Conference
on Machine Learning-Volume 70. JMLR. org, 2017.
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MAML

* Meta Train (Meta Learning)
« Randomly initialize 6

(// / \\‘0
ﬂl/A\&»\?X’é//:\\ ‘hA\‘

«‘«’w,

A / ' A ' \ »/
V“"h““‘ "O'I‘ \\' m"// \\'\" "'/‘ v»
,‘:V'V \"/ «"' "' ’ “’ .‘v’" ‘;"/.\‘V’V'v'\
'li% '4;'1\ ¢ “"’ﬂ“ \Vr' "“v‘ "'9 “‘ /"" “'\"l
/2"5““\""7'4,“ 5 %"1', 33'\'//':» »’“”«‘m\

£ /,«:( /0 :g"@/ o
'lr\‘;\\‘
/»““’"w\\\ :«7’
O

Algorithm 2 MAML for Few-Shot Supervised Learning

Require: p(7): distribution over tasks
Require: «, 3: step size hyperparameters
1: randomly initialize 0
2: while not done do

. \

\\\Vf"“‘“V//'o

ememet] ina/adaptation 4: for all 7; do _ .
9 €arning/adap o 5: Sample K datapoints D = {x), yY)} from T;
6 Evaluate VL7, (fg) using D and L7, in Equation (2)

VL; o)

7: Compute adapted parameters with gradient descent:
V£2 Qé :H—Ocv'g[xri (fg) _ .
V[: e O 8: Sample datapoints D, = {x9), y)} from 7; for the
1 el 3 meta-update
p: :\ 9:  end for _ !
. P 10:  Update 9' — 60— ﬁVg 2 Tomp(m) £7: (for) using each D;
1.’ % 9 ; and L£7; in Equation 2 or 3

11: end while
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MAML

« Sample batch of tasks T;~p(T)

Algorithm 2 MAML for Few-Shot Supervised Learning

Require: p(7): distribution over tasks
Require: «, [3: step size hyperparameters

— meta-learning
9 ---- learning/adaptation

VLs

1: randomly initialize 6
2: while not done do
3: Sample batch of tasks 7; ~ p(7T)

4 for all 7; do

S Sample K datapoints D = {x, y9} from T;

6: Evaluate VL7, (fg) using D and L7, in Equation (2)
or (3)

7: Compute adapted parameters with gradient descent:
0; =0 —aVeLlr, (fo)

8: Sample datapoints D) = {x), y()} from 7T; for the

meta-update
9:  end for
10:  Update 0 < 0 — BVo 3 1y L£7;(for) using each D;
and L7; in Equation 2 or 3
11: end while
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MAML

D = {x(j)' y(j)} training data k — 1 test set
Sample N B —_ ‘
k datapoints M
meta#aining n EE

iF Ty
meta-testing

« Sample K datapoints D

Algorithm 2 MAML for Few-Shot Supervised Learning

Require: p(7): distribution over tasks
Require: «, [3: step size hyperparameters
1: randomly initialize 6
: while not done do

2

— meta-learning i' Eﬂg}eﬁﬁh of tasks T; ~ p(T)
5
6

0 ---- learning/adaptation Sample K datapoints D = {x9), y)} from 7
: valuate VL7, (fp) using D and L7; 1n Equation (2)
VLs or (3)

7: Compute adapted parameters with gradient descent:
7 9 0, =0—oVolr,(fy)
VE e 9* 8: Sample datapoints D) = {x), y()} from 7T; for the
1 P 3 meta-update

9:  end for

// X ! 10:  Update @ <— 6 — 3V, ZTL.NP(T) Lr, (ff);) using each D
X 5 R 9* and L£7; in Equation 2 or 3

11: end while

Artificial Intelligence Laboratory 10



MAML

test set
s
&l 4

L]

training data

* Regression tasks: MSE
@ Lr(f) = ) D)=y

Xy ~T;

* C(Classification tasks: CE " .
y J) log f¢ (x(])) meta-testing
(3) Lr,(fp) =

x,yD~T; +(1 - y(f)) log(1 — f¢(x(])))
) i Algorithm 2 MAML for Few-Shot Supervised Learning

Require: p(7): distribution over tasks
Require: «, [3: step size hyperparameters
1: randomly initialize 6
2: while not done do
— meta-lea rning 3:  Sample batch of tasks 7; ~ p(T)
2 ) 4: for all 7; do
9 ---- learning/adaptation 5: Sample K datapoints D = {x, y9} from T;
6

: Evaluate Vgﬂz.g ta! using D and L. in Equation (2)
VL; or )
7: Cmmte adapted parameters with gradient descent:
VL, 0; =0 —aVeLlr, (fo)
Y.E Y 8: Sample datapoints D) = {x), y()} from 7T; for the
1 -~ 3 meta-update

9:  end for

/z/ % 1 10:  Update 0 < 0 — BVo 3 1y L£7;(for) using each D;
X 5 R 9* and L£7; in Equation 2 or 3
11: end while
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MAML

* Regression tasks: MSE

@Lr(f) = ) @) -yO

x(j),y(j)~Ti

* C(Classification tasks: CE

3) (f ) B y ) logf¢(x(1))
TiJeJ) — +(1— yD)log(1 — £, (x9)
' Algorithm 2 MAML for Few-Shot Supervised Learning
Require: p(7): distribution over tasks
Require: «, 3: step size hyperparameters
1: randomly initialize 6
2: while not done do
— meta-learning ii g)armﬁ:eﬁﬁh of tasks T; ~ p(T)
6 T Iearnlng/adaptatlon 5: Sample K datapoints D = {x), yY)} from T;
p 6: Evaluate VL7, (fg) using D and L7, in Equation (2)
03 0 r ¢ _ or (3)
) I — Vi 7: Compute adapted parameters with gradient descent:
0, i =0 —aVelr, (fo -
6! _e 9* 8: Sample datapoints D, = {x9), y)} from 7; for the
1 el 3 meta-update
o 9:  end for
//’ M 10:  Update @ < 6 — 3Vy Zfriwp(fr) L, (fg;) using each D,
I" N O and L7, in Equation 2 or 3

11: end while
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MAML
D} = {x(f),y(j)}

o Samp|e datapoints Dl’ Sample datapoints training data test set

From new task T;

meta-training

meta-testing

Algorithm 2 MAML for Few-Shot Supervised Learning

Require: p(7): distribution over tasks
Require: «, [3: step size hyperparameters
1: randomly initialize 6
2: while not done do

meta-lea rning 3:  Sample batch of tasks 7; ~ p(T)
| ina/ad 1 4: for all 7; do _ ‘
0 ---- learning/adaptation S Sample K datapoints D = {x, y9} from T;
9! 6: Evaluate VL7, (fg) using D and L7, in Equation (2)
) l l 7: Compute adapted parameters with gradient descent:
0, 0; =0 —aVeLlr, (fo)
/ o A* 8: Sample datapoints D! = {x9).vyU)} from 7; for the
6 03
P meta-update
P 4 9:  end for
A Y . '
) 7 % 10:  Update 9 — 06— B Vo 31 pir) £7:(for) using each D;
1./ R 9* and L£7; in Equation 2 or 3

11: end while
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MAML

« Why MAML uses D; and 6,?
- D; and D; are disjoint

Note that the meta-optimization is performed over the
model parameters ¢, whereas the objective is computed us-
ing the updated model parameters #’. In effect, our pro-
posed method aims to optimize the model parameters such
that one or a small number ol gradient steps on a new task
will produce maximally effective behavior on that task.

BY% Y Lr(f)

Ti~p(T)

— meta-learning
9 ---- learning/adaptation

D; = {x(j)’y(j)}

training data test set

T3
oE

meta-testing

Algorithm 2 MAML for Few-Shot Supervised Learning

Require: p(7): distribution over tasks
Require: «, [3: step size hyperparameters

1: randomly initialize 6

2: while not done do

3:  Sample batch of tasks 7; ~ p(T)

4 for all 7; do

S Sample K datapoints D = {x, y9} from T;

6: Evaluate VL7, (fg) using D and L7, in Equation (2)
or (3)

7: Compute adapted parameters with gradient descent:
0; =0 —aVeLlr, (fo)

8: Sample datapoints D) = {x), y()} from 7T; for the

meta-update

end for

Update 0 <— 0 — Vg >~ L, (f) using each D;

and L7, in Equation 2 or 3 o

@Y

11: end while

Artificial Intelligence Laboratory
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MAML

* Meta update

meinz L(6 — aVgL(6,D;), D)
T;

— meta-learning
9 ---- learning/adaptation

VLs

Vﬁl o 0§

D; = {x(j)’y(j)}

training data test set

meta-testing

Algorithm 2 MAML for Few-Shot Supervised Learning

Require: p(7): distribution over tasks
Require: «, [3: step size hyperparameters

1: randomly initialize 6

2: while not done do

3:  Sample batch of tasks 7; ~ p(T)

4 for all 7; do

S Sample K datapoints D = {x, y9} from T;

6: Evaluate VL7, (fg) using D and L7, in Equation (2)
or (3)

7: Compute adapted parameters with gradient descent:
0; =0 —aVeLlr, (fo)

8: Sample datapoints D) = {x), y()} from 7T; for the

meta-update

end for

Update 0 <— 0 — Vg >~ L. (f) using each D;

and L7, 1 Equation 2 or 5

@Y

11: end while

Artificial Intelligence Laboratory
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MAML

« Meta Test (Learning-> Evaluation)

— meta-learning

9 ---- learning/adaptation
VLs
VL,
LV ,

-

Good initialization point
0; %, by using meta learning

N\
A

— meta-learning

9 ---- learning/adaptation
VLs
VL, .
VL )

Expected high performance
01. from few-shot training dataset

training data

test set

meta-training

tr — () V(])}

ﬁ

meta-testing

Artificial Intelligence Laboratory
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MAML

* Intuitive example: meLta update - one-step adaptation (learning)
0SS

Loss
f taskl
Model \ Model
min points parameter parar:eter
for the sum Optlmal parameter 0*
of losses of all tasks ) .
— meta-learning — meta-learning
9 ---- learning/adaptation 9 ---- learning/adaptation
VL
VL,
o G*
VL, U3
0 .9
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MAML

* Intuitive example
- Can we meet sweet examples(new task) every time?

Key idea /
“our training procedure is
based on a simple machine
learning principle: test and ¢
\{/
—_ -

train conditions must match” Model
parameter
>
Optimal parameter 68*
— meta-learning
9 ---- learning/adaptation
VL;
VL,
VL:]_ ”laa. 03
0 “ef*
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MAML

« Computational Problem
- Consider the case of k>1 inner gradient step

HO = Hmeta | 90 — Hmeta = Hmeta _ ﬁveﬁ(l) (Hk) |
01 = 90 — aVQL(O)(Qo)

02 = 01 - aVQL(O)(Ql)

— 0
Hk — Hk—l _ aVHL( ) (Gk—l_) Algorithm 2 MAML for Few-Shot Supervised Learning
Require: p(7): distribution over tasks
Require: «, 3: step size hyperparameters
1: randomly initialize 6
2: while not done do

meta-lea rning 3:  Sample batch of tasks 7; ~ p(T)
— ina/adaptation 4: for all 7; do _ .
9 €arning/adap o 5: Sample K datapoints D = {x), yY)} from T;

6: Evaluate VL7, (fg) using D and L7, in Equation (2)
or (3)

7: Compute adapted parameters with gradient descent:
0; =0 —aVeLr, (fo) & What if K iteration?

8: Sample datapoints D] = {x9, ¥y} from T; for the
meta-update

9:  end for

10:  Update 0 <— 0 — Vo > 1 7 L7, (fo) using each D;
and L7, 1n Equation 2 or 3
11: end while
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MAML

« Computational Problem
- Consider the case of k>1 inner gradient step

VHL(D (6x) | Ometa = Ometa — .BVGL(D (6r) |
az:(1>(9k) az:m(ek) aekT
00, a0
GL(l)(Bk) 1—[
. 36,1 FOMAML
=Vy L (H)V L(O;,) Vg L(O,) -Vp0
Ok k 9k k 6o 1 Y0 VekL(l) (Qk)
k
- VG"L( )(Hk) 11 gi‘lﬁ(gi) . (] — o (v r@®a )
i=1 N AR ==l W AN = iy
i 1

— VBkL(l) (6s) - v9i—1 (91'—1 — (,ZVQL(O) (Hi—l))
1

|

= Vekﬁ(l)(gk) ' (I - aVy, . (VQL(O) (91'—1))) —> second order derivative problem
i=1

Artificial Intelligence Laboratory 20



FOMAML

« First-Order MAML ignores the second derivative part

k
Vo, LD (01){—aVo=r{ Vot O8=0))
[

| Ometa = Ometa — ,BVBL(D (Or) |
-

| Ometa = Ometa — ﬂngL(l) (0k) |

— meta-learning — meta-learning
9 ---- learning/adaptation 9 ---- learning/adaptation
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Reptile

« The Reptile works by repeatedly:
- 1) sampling a task,
- 2) training on it by multiple gradient descent steps,
- 3) and then moving the model weights towards the new parameters.

Algorithm 1 Reptile (serial version)

Initialize ¢, the vector of initial parameters

for iteration = 1,2,... do
Sample task 7, corresponding to loss L; on weight vectors o
Compute ¢ = UF(¢), denoting k steps of SGD or Adam
Update ¢ < ¢ + €(¢ — ¢)

end for

U corresponds to performing gradient descent

* Nichol, Alex, Joshua Achiam, and John Schulman. "On First-Order Meta-Learning Algorithms." arXiv preprint arXiv:1803.02999 (2018).
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Reptile

* Intuitive example

- Assuming that a task T ~ p(7) has a manifold of optimal network configuration,
W;*. The model fy achieves the best performance for task t when 6 lays on
the surface of W

- To find a solution that is good across tasks, we would like to find a parameter
close to all the optimal manifolds of all tasks

— meta-learning
0 ---- |earning/adaptation

* Nichol, Alex, Joshua Achiam, and John Schulman. "On First-Order Meta-Learning Algorithms." arXiv preprint arXiv:1803.02999 (2018).
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MAML vs FOMAML vs Reptile

« Can you know the difference between each methodology in the following

figure?
o “\

-———9 RQP'L‘ le
FOMAML

— meta-learning

" s — meta-| ---- |earning/adaptation
e dbgtatien " fearming/adapttior 0 or
V
91 mcta

VL
0,

E [gvame] = (1)AvgGrad — (2a) AvgGradInner + O(a?) (33)

E [gromamt] = (1)AvgGrad — (a)AvgGradlnner + O(a?) (34)

E [gReptile] = (2)AvgGrad — (a)AvgGradlnner + O(a?) (35)

* https://lilianweng.github.io/lil-log/2018/11/30/meta-learning.html, slides on reptile by Yoonho Lee
* Nichol, Alex, Joshua Achiam, and John Schulman. "On First-Order Meta-Learning Algorithms." arXiv preprint arXiv:1803.02999 (2018).
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Meta learning for NLP

« Meta learning for low-resource NLU
- Meta learning can make low-resource NLP model
- Meta learning for Machine translation

« GLUE

- The General Language Understanding Evaluation benchmark
(https://gluebenchmark.com/) is a collection of resources for training,
evaluating, and analyzing natural language understanding systems.

glue

(a) Transfer Learning (b) Multilingual Transfer Learning (c) Meta Learning

Gu, Jiatao, et al. "Meta-Learning for Low-Resource Neural Machine Translation." Proceedings of the 2018 Conference on Empirical Methods in Natural Language
Processing. 2018.
Dou, Zi-Yi, Keyi Yu, and Antonios Anastasopoulos. "Investigating Meta-Learning Algorithms for Low-Resource Natural Language Understanding Tasks." Proceedings of the

2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP). 2019.
e https://www.tensorflow.org/datasets/catalog/glue
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Meta learning for NLP

« Meta learning for low-resource NLU

High-resource tasks Target tasks 1
e SST-2: The Stanford Sentiment Treebank consists of | * CoLA: The Corpus of Linguistic Acceptability
sentences from movie reviews and human consists of English acceptability judgments
annotations of their sentiment *  MRPC: The Microsoft Research Paraphrase Corpus
* QQP: The Quora Question Pairs2 dataset e STS-B: The Semantic Textual Similarity Benchmark
e MNLI: The Multi-Genre Natural Language Inference | * RTE: The Recognizing Textual Entailment
Corpusn Target tasks 2
e QNLI: The Stanford Question Answering Dataset * SciTail: entailment dataset created from multiple-
choice science exams and web sentences.

« Comparison model

- MT-DNN
{e.g., prabability of {e.g., semantic e
Iabeling text X by ¢) milarity between X; logic hip of candidate answer
Xz) etween P an jven
B E RT Task specific ¥ ¥ ¥ ¥ ﬂp Mask LM MQ%LM \ NL'/@@“D Start/End Spﬁlx
fayers Single-Sentence Pairwise Text Pairwise Text Pairwise A = <
Classification Similari Classificati Ranki
Rosrerie=l | s | =il | R - - - ()
WNU, QQP, MRPC) L .
¥ * ¥ ¥ .
BERT I BERT
I context embedding vectors, one for each token.
Encoder ‘
Shared
o i EE. EEE. EE)- EEE- G
1,2 input embedding vectors, one each token. T T
i Masked Sentence A - Masked Sentence B Question « Paragraph
‘ Lexicon Encoder (word, position and segment) | \ Unlabeled Sentence A and B Pair / \KK Question Answer Pair /
T
O — Pre-training Fine-Tuning

* Liu, Xiaodong, et al. "Multi-Task Deep Neural Networks for Natural Language Understanding." Proceedings of the 57th Annual Meeting of the Association for
Computational Linguistics. 2019.

* Devlin, Jacob, et al. "BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding." Proceedings of the 2019 Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers). 2019.
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Meta learning for NLP

* Experiment Results
- Uniform, Probability Proportional to Size(PPS), Mixed

Test Dataset Model | CoLA | MRPC | STS-B | RTE
Model Reptile-PPS 61.6 90.0 90.3 | 83.0
ColA | MRPC | STS-B | RTE Reptile-Uniform | 61.5 | 840 | 903 | 757
BERT 52.1 | 88.9/84.8 | 87.1/85.8 | 66.4 Reptile-Mixed 2:1 || 60.3 878 90.3 | 71.0
_ MT-DNN || 51.7 | 89.9/86.3 | 87.6/86.8 | 75.4 Reptile-Mixed 5:1 || 61.6 | 858 | 90.1 | 747
MAML 53.4 | 8B9.5/85.8 | 88.0/87.3 | 76.4
FOMAML || 51.6 | 89.9/86.4 | 88.6/88.0 | 74.1 Table 2: Effect of task distributions. We report the ac-
Reptile 53.2 | 90.2/86.7 | 88.7/88.1 | 77.0 curacy or Matthews correlation on development sets.
Table 1: Results on GLUE test sets. Metrics differ per 100-
task (explained in Appendix A) but the best result is
highlighted. — 90
X
= 80.
g
Model | #Upt | o | CoLA | MRPC | STS-B | RTE 3 70
3 le-3 | 60.7 89.7 90.2 | 77.9 E === BERT
le-4 | 62.0 | 880 | 90.1 |8I2 501 == MT-DNN
Reptile | 5 |1e3| 61.6 | 90.0 | 903 | 83.0 0l . . | | et J)
le-2 | 60.1 87.8 89.5 | 73.9 w?*  w*» w?* 1w w' w* 1w
7 | 1e3| 578 | 887 | 900 | =814 Percentage of Training Data
Table 3: Effect of the number of update steps and the Figure 2: Results on transfer learning. The target task
inner learning rate cv. is SciTail which the model does not come across during

the meta-learning stage.

* Dou, Zi-Yi, Keyi Yu, and Antonios Anastasopoulos. "Investigating Meta-Learning Algorithms for Low-Resource Natural Language Understanding Tasks." Proceedings of the
2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP). 2019.
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Q&A
Thank you!




