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Introduction

What is attention mechanism?
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ATTENTION
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•Bahdanau,Dzmitry, Kyunghyun 
Cho, and Yoshua Bengio. 
"Neural machine translation by 
jointly learning to align and 
translate.“ (2014)
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What is Machine translation?

•the process of changing text from one language into another language 
using a computer.

어제와  달리  오늘은 날씨가 좋다 

昨日と  違って 今日は いい天気だ
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Attention based Machine translation
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What is Seq2Seq(Sequence to Sequence)?

• It consists two recurrent neural network(RNN)s. And two RNNS work 
together to transform one sequence to another. An encoder network 
condenses an input sequence into a vector, and a decoder network 
unfolds that vector into a new sequence.
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Encoder in Seq2Seq 

• Encoder RNN outputs some value for every word from the input 
sentence. For every input word the encoder outputs a vector and a 
hidden state, and uses the hidden state for the next input word.
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Encoder in Seq2Seq
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Decoder in Seq2Seq

• The decoder is another RNN that takes the encoder output vector(s) 
and outputs a sequence of words to create the translation.
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Decoder in Seq2Seq

• The decoder is another RNN that takes the encoder output vector(s) 
and outputs a sequence of words to create the translation.
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hidden state
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Attention Decoder in Seq2Seq

• Attention allows the decoder network to “focus” on a different part of 
the encoder’s outputs for every step of the decoder’s own outputs.  

1. Calculate a 
set of attention 

weights

2. Multiply 
Attention 

weights and 
encoder outputs
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Attention Decoder in Seq2Seq

Calculate a set of 
attention weights

Weighted 
combination
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Attention Decoder in Seq2Seq

Calculate a set of 
attention weights

Weighted 
combination
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Attention Decoder in Seq2Seq
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1. Calculate Attention Score
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2. Calculate Attention Distribution using Softmax function
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3. Calculate Attention value using weighted sum of the attention 
weight and the hidden state of each encoder.
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4. Concatenate the Attention value and the decoder hidden 
state at time step t.
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What is image captioning?
• Image Captioning is the process of generating textual 
description of an image.
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Attention based Image captioning
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Attention based Image captioning
(soft attention)
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[출저] 
https://papers.nips.cc/paper/8769-incremental-few-shot-learning-with-attention-attractor-networks.
pdf

https://papers.nips.cc/paper/8769-incremental-few-shot-learning-with-attention-attractor-networks.pdf
https://papers.nips.cc/paper/8769-incremental-few-shot-learning-with-attention-attractor-networks.pdf
https://papers.nips.cc/paper/8769-incremental-few-shot-learning-with-attention-attractor-networks.pdf


Reference 

• https://blog.floydhub.com/attention-mechanism/
• Bahdanau, Dzmitry, Kyunghyun Cho, and Yoshua Bengio. "Neural 
machine translation by jointly learning to align and translate." arXiv 
preprint arXiv:1409.0473 (2014).

•https://pytorch.org/tutorials/intermediate/seq2seq_translation_tutorial.ht
ml

•http://docs.likejazz.com/attention/
•https://wikidocs.net/22893
•https://towardsdatascience.com/image-captioning-in-deep-learning-9
cd23fb4d8d2

•https://papers.nips.cc/paper/8769-incremental-few-shot-learning-with
-attention-attractor-networks.pdf

26

https://blog.floydhub.com/attention-mechanism/
https://pytorch.org/tutorials/intermediate/seq2seq_translation_tutorial.html
https://pytorch.org/tutorials/intermediate/seq2seq_translation_tutorial.html
http://docs.likejazz.com/attention/
https://wikidocs.net/22893
https://towardsdatascience.com/image-captioning-in-deep-learning-9cd23fb4d8d2
https://towardsdatascience.com/image-captioning-in-deep-learning-9cd23fb4d8d2
https://papers.nips.cc/paper/8769-incremental-few-shot-learning-with-attention-attractor-networks.pdf
https://papers.nips.cc/paper/8769-incremental-few-shot-learning-with-attention-attractor-networks.pdf


Do you have any 
question?

Thank You!


