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Data Augmentation

• Data augmentation significantly increases the diversity of 
data available for training our models, without actually 
collecting new data samples.

• Simple image data augmentation techniques like flipping, 
random crop, and random rotation are commonly used to 
train large models.
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mixup: Beyond Empirical Risk 
Minimization 

Hongyi Zhang, Moustapha Cisse, Yann N. Dauphin, David Lopez-Paz 
https://arxiv.org/abs/1710.09412 



Abstract

• Neural networks can exhibit undesirable characteristics: 
memorization and sensitivity to adversarial examples 

• Paper proposes a generic data augmentation technique to 
address this 

• Claims:
- reduces the memorization of corrupt labels 
- increases the robustness to adversarial examples
- stabilizes the training of generative adversarial networks 
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참고 : adversarial example
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Learning Theory – Empirical Risk Minimization
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Learning Theory – Vicinal Risk Minimization
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mixup
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참고

• Synthetic Minority Over-sampling Technique (SMOTE)
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This leads to some nice properties
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Image data 

Corrupted labels 
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Tabular data 

GAN stabilization 

Speech data 
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CutMix: Regularization Strategy to Train Strong 
Classifiers with Localizable Features

Sangdoo Yun, Dongyoon Han, Seong Joon Oh, 
Sanghyuk Chun, Junsuk Choe, Youngjoon Yoo

Clova AI Research, NAVER Corp.

https://arxiv.org/abs/1905.04899

https://arxiv.org/abs/1905.04899


Image Classification
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[a] Devries et al., “Improved regularization of convolutional neural networks with cutout”, arXiv 2017. 
[b] Zhong et al., “Random erasing data augmentation”, arXiv 2017.



CutMix in a Nutshell
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CutMix in a Nutshell

• Unlike Cutout, CutMix uses all input pixels for training. 
• Unlike Mixup, CutMix presents realistic local image patches.
• CutMix is simple: only 20 lines of pytorch code.
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Algorithm
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Overview of the results
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Experiments
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ImageNet Classification 



Experiments
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Weakly-supervised object localization (WSOL) on CUB and ImageNet. 



Experiments
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Transfer Learning



기타 : GridMask
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