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Introduction

• Distance metric learning

- Given a similarity function, images with similar content are projected onto 
neighboring locations on a manifold, and images with different semantic context 
are mapped apart from each other.

- Using embedding model such as deep neural networks
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Introduction

• Loss function

- Recently, there is a number of widely-used loss functions developed for deep metric 
learning, such as contrastive loss, triplet loss and quadruplet loss. These loss 
functions are calculated on correlated samples, with a common goal of  encouraging 
samples from the same class to be closer, and pushing samples of different classes 
apart from each other, in a projected feature space.
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Introduction

• Contribution of this paper

- We propose a novel hierarchical triplet loss that allows the model to collect 
informative training samples with the guide of a global class-level hierarchical tree.

- We formulate the problem of triplet collection by introducing a new violate margin, 
which is computed dynamically over the constructed hierarchical tree.

- The proposed HTL is easily implemented, and can be readily integrated into the 
standard triplet loss or other deep metric learning approaches, such as 
contrastive loss, quadruplet loss, recent HDC and BIER.
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Related Work

• Deep Metric Learning

- Deep metric learning maps an image into a feature vector in a manifold space via 
deep neural networks. In this manifold space, the Euclidean distance (or the cosine 
distance) can be directly used as the distance metric between two points. The 
contribution of many deep metric learning algorithms, such as [26, 22, 5, 2, 3], is the 
design of a loss function that can learn more discriminant features. Since neural 
networks are usually trained using the stochastic gradient descent (SGD) in mini-
batches, these loss functions are difficult to approximate the target of metric learning 
- pull samples with the same label into nearby points and push samples with different 
labels apart.
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Related Work

• Informative Sample Selection

- Given N training images, there are about O(𝑁2) pairs, O(𝑁3) triplets, and O(𝑁4) 
quadruplets → It is infeasible to traverses all these training tuples during training.

- While it is rather inconvenient to take thousands of images in a mini-batch with a 
large-scale network, due to the limitation of GPU memory.

- For deep metric learning, it is of great importance to selecting informative 
training tuples.

8



Motivation: Challenges in Triplet Loss

• Standard Triplet Loss
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Motivation: Challenges in Triplet Loss

• Challenge1: triplet loss with random sampling

- For a training set D = 𝑥𝑖 , 𝑦𝑖 𝑘=1
𝑁 with 𝑁 samples, training a triplet, loss will 

generate O(𝑁3) triplets, which is infeasible to put all triplets into a single mini-batch.

- When we sample the triplets over the whole training set randomly, it has a risk of 
slow convergence and pool local optima. We identify the problem that most of 
training samples obey the violate margin when the model starts to converge. 

- These samples can not contribute gradients to the learning process, and thus are 
less informative, but can dominate the training process, which significantly degrades 
the model capability, with a slow convergence.
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Motivation: Challenges in Triplet Loss

• Challenge2: risk of local optima

- In triplet loss, all triplet is treated equally. As shown in Fig. 1, when the training 
goes after several epoches, most of training triplets dose not contribute to the 
gradients of learnable parameters in deep neural networks.
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Hierarchical Triplet Loss

• Manifold structure in Hierarchy

- We describe details of the proposed hierarchical triplet loss, which contains two main 
components, constructing a hierarchical class tree and formulating the 
hierarchical triplet loss with a new violate margin.
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Hierarchical Triplet Loss

• Manifold structure in Hierarchy
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Hierarchical Triplet Loss

• Manifold structure in Hierarchy

- They build hierarchical manifold structure by creating a hierarchical tree, according 
to the computed interclass distances. The leaves of the hierarchical tree are the 
original image classes, where each class represents a leave node at the 0-th level

- Then  hierarchy is created by recursively merging the leave notes at different 
levels, based on the computed distance matrix

- The hierarchical tree is set into L levels, and the average inner distance 𝑑0 is used as 
the threshold for merging the nodes at the 0-th level.
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Hierarchical Triplet Loss

• Hierarchical Triplet Loss

- They formulate the problem of triplet collection into a hierarchical triplet loss. 

- They introduce a dynamical violate margin, which is the main difference from the 
conventional triplet loss using a constant violate margin.
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Hierarchical Triplet Loss

• Hierarchical Triplet Loss

- Dynamic violate margin
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Hierarchical Triplet Loss

• Hierarchical Triplet Loss
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Hierarchical Triplet Loss

• Hierarchical Triplet Loss

- Training architecture
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Hierarchical Triplet Loss

• Implementation Details.
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Experimental Results and Comparisons

- In-Shop Clothes Retrieval

- Caltech-UCSD Birds 200-2011

- Cars-196 and Stanford Online Products

- LFW Face Verification

- Sampling Matter and Local Optima

- Ablation Study
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Experimental Results and Comparisons

• In-Shop Clothes Retrieval

- R@1, R@10 … R@50

• Cars-196 & Stanford Online Products
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Experimental Results and Comparisons

• Sampling Matter and Local Optima

- They investigate the influence of batch size on the test set of In-Shop Clothes 
Retrieval.

- Fig. 5 (a) shows that when the batch size grows from 60 to 480, the accuracy 
increases in the same iterations.
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Conclusion

• hierarchical triplet loss(HTL) is able to select informative training samples 
(triplets) via an adaptively-updated hierarchical tree that encodes global context.

• HTL effectively handles the main limitation of random sampling, which is a 
critical issue for deep metric learning.

• First, They construct a hierarchical tree at the class level which encodes global 
context information over the whole dataset. → Visual similar classes are merged 
recursively to form the hierarchy.

• Second, the problem of triplet collection is formulated by proposing a new 
violate margin, which is computed dynamically based on the designed 
hierarchical tree.

• This allows it to learn from more meaningful hard samples with the guide of 
global context.

• The proposed HTL is evaluated on the tasks of image retrieval and face 
recognition, where it achieves new state-of-the-art performance on a number of 
standard benchmarks.
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