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Drug Discovery and Development

* Drugdiscovery

the process by which new candidate medications are discovered.

* Drugdevelopment

the process of bringing a new pharmaceutical drug to the market once a lead

compound has been identified through the process of drug discovery.



Drug Discovery and Development

Traditional Drug Discovery & Development Process

in vitro in vivo

Animal model

@,

Drug
Discovery

Pre-clinical
Drug Development

Drug discovery and drug development are
conducted through various biological and

chemical experiments.

Clinical trials

Safety & effect concern |::>

Approved
for clinical use

Clinical Drug
Development



| Silico modeling

« Perform experiments on computer or via
computer simulation

* Speed the rate of discovery
* Reduce the need for expensive lab work and
clinical trials.

Representation Challenges
- Compound databases - Feature vectors - High dimensional
- Protein databases - Graphs - Small sample
- Disease Knowledge - Sequences - Lack of labels
- Biochemical literature - Text - Complex interaction

- Clinical trial data



Silico modeling
Entitiesand Task of Drug Discovery

Molecule Disease
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Silico modeling
Entitiesand Task of Drug Discovery

De novoDesign Drug repositioning

Molecule property
prediction

Molecule - I Target BINCENS

Molecular representation Adverse drug reaction /
learning interaction




Molecular Representation Learning

f( (j(\gp ) = embedding

drug molecule
« Fundamental task for in silico modeling

* Map raw drug molecular data to low dimensional embeddings

* Similar molecules are embedded close together



Molecular Representation Learning
Back grounds
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| Molecular Representation Learning

Property

Weight = Solubility Charge Atom types

Number of rotatable bonds -

Graph of covalent and aromatic bonds

Atom arrangement in space



Molecular Representation Learning

Traditional Approach

« 2D Descriptor

« Extended circular fingerprints (ECFPx)

Circular fingerprints

1: Input: molecule, radius R, fingerprint
length S
Initialize: fingerprint vector f « 0g
for each atom a in molecule do
ra < g(a) > lookup atom features

for L=1to Rdo > for each layer
for each atom ain molecule do
ri...ry = neighbors(a)
V < [ra,rqy,...,ry] > concatenate
ra < hash(v) > hash function
i < mod(ra, S) > convert to index
11: fi — 1 > Write 1 at index

12: Return: binary vector f
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Layer 0
Aromatic carbon (sp? orbital)

Layer 1

Aromatic carbon (sp? orbital)
Aromatic carbon (sp? orbital)
Aliphatic carbon (sp? orbital)

Layer 2

Aromatic carbon (sp? orbital)
Aromatic carbon (sp? orbital)
Nitrogen (sp? orbital)
Oxygen (sp2 orbital)

Oxygen (sp? orbital)



Molecular Representation Learning

Traditional Approach

« 3D Descriptor
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Simplified Molecular-input Line-Entry System

for molecules

3
OH
5
4NH2
O 2
1 6
A|l1|2|3|4|5]|6 D|1|2[3|4|5]|6
1]- ojo|0|0 1|10|1]2|2(3]3
211|-(111]0/|0 211101 (1]2]|2
3]0|1|-|10]|0|O 312|11(0|12|3]|3
410(1|0 1|1 412(1(2|0]1]1
510|]0(0 |1 0 513123 |1]|0]|2
6l0(0|J0(1]|0 613(2|13]1(2]0
Matrix representation




Molecular Representat
Mol2Vec

on Learning

 QOverview

Step 1: Generation of Mol2vec embeddings — Step 2: Application of Mol2vec descriptors
unsupervised pre-training as input in supervised ML
o] o]
CX OH
Sentence extraction Sentence extraction
847957139 2592785365 ... 847957139 2502785365
Corpus: 19.9 million compounds Data set: thousands of compounds

‘ Identifier lookup

Lookup
table

‘ Extraction of vectors

o

L

847957139 2592785365 .., 847957139

l l l 1

[0.2,0.1,...] [0.3,0.5,...] v Sum([0.2, 0.1, ...] [0.3,05,...] ...)=[0.7,0.8,..]

High dimensional vector representations of’ Compound vectors

Morgan substructures
' Target

¥
.

Lookup
table

property
prediction

Figure 1. Overview of the generation and usage steps of Mol2vec. Step 1: Mol2vec embeddings (ie., vector representations of substructures) are
generated via an unsupervised pretraining step. Step 2: Application of Mol2vec vectors requires that substructure vectors be retrieved and summed to
obtain compound vectors, which can finally be used to train a supervised prediction model.



Molecular Representat
Mol2Vec

on Learning

« Sentence and words

0 0 0 0 0
Hal HaN HaN Ha2N H2N
o) 0 o) 0

0
847957139 2592785365 2245384272 772927515 2246699815
0 0 0
HzN\/& HzN\/Q. HzN\);. HzN H2N
0 0 0
4278941385 864942730 1510328189 864662311 1533864325

Figure 2. Depiction of identifiers obtained with the Morgan algorithm on the structure of glycine forming a molecular sentence. Identifiers are
ordered in the same order as the atoms in the canonical SMILES representation for consistency reasons. If an atom has more than one identifier, the
first identifier for that atom is the one for radius 0, followed by radius 1, etc.




Learning
Mol2Vec
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Figure 4. Dendrogram showing relationships among vectors representing the 25 most common substructures in the compound corpus.
Substructures are depicted (central atoms in green and surrounding atoms in light green) on a representative compound from a pool of FDA-

approved drugs.



Molecular Representation Learning

Mol2Vec

* Experiment

Table 3. Performance of Mol2vec and Other Methods on Classification Predictions of the Tox21 Data Set

ML features ML method AUC sensitivity specificity ref
molecular graph CNN 0.71 + 0.13 - - 9
molecular descriptors and FPs SVM 0.71 £ 0.13 - - 5
molecular descriptors and FPs DNN 0.72 + 0.13 - - 5
Morgan FPs RE 0.83 + 0.05 0.28 + 0.14 0.99 + 0.01 this work
Mol2vec RFE 0.83 + 0.05 0.20 + 0.15 1.00 + 0.01 this work

Tox?21 dataset

covering 12 targets that were associated with human toxicity and contains a total of
8192 compounds.



Molecular Representation Learning

Graph Convolutional Network

 Graph Convolutional Network (GCN)
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Molecular Representat

Graph Convolutional Network

graph __
topology

atomic
features

graph __
topology

atomic
features

Graph Convolution
1. 2. 3.
set for v in neigh(v) U {v}, transform features sum all v and apply
k= deg(1) setd = dist(v,11), = whkd, + pkd nonlinearity
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Graph Pool
1. 2.
max over i in return new
neigh(v) v (v} features for v
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QSAR Modeling

Traditional Approach

« QSAR

¢

f( (j(\ v ) = molecule property

drug molecule

« Quantitative structure - activity relationship models (QSAR models) are

regression or classification models that predict molecule property



QSAR Modeling

Deepl.eaming Approach

 Low Data Drug Discovery with One-shot Learning
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Figure 1. Schematic of Network Architecture for one-shot learning in drug discovery.
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QSAR Modeling

Deepl.eaming Approach

 Low Data Drug Discovery with One-shot Learning

Initialize
r=¢'(S) 0z =0 0z=0
Repeat L times

e=k(f'(x) + 6z, r) e =k(r + 6z, ¢'(S)) (similarity measures)

m m
a; = ¢/ Z & A;=e;/ E e; (attention mechanism)
j=1 =1
r=a'r r = Ag'(S) (expected feature map)

6z = LSTM([6z, r]) Oz = LSTM([dz, r])  (generate updates)

Return

flx) =f'"(x) +6z g(S) =¢'(S) + 6z  (evolve embeddings)



QSAR Modeling

Deepl.eaming Approach

 Low Data Drug Discovery with One-shot Learning

Table 1. ROC-AUC Scores of Models on Median Held-out Task for Each Model on Tox21“

Tox21 RF (100 trees) Graph Conv Siamese AttnLSTM IterRefLSTM
10+/10— 0.586 + 0.056 0.648 + 0.029 0.820 + 0.003 0.801 + 0.001 0.823 + 0.002
5+/10— 0.573 + 0.060 0.637 + 0.061 0.823 + 0.004 0.753 + 0.173 0.830 + 0.001
1+/10— 0.551 + 0.067 0.541 + 0.093 0.726 + 0.173 0.549 + 0.088 0.724 + 0.008
1+/5— 0.559 + 0.063 0.595 + 0.086 0.687 + 0.210 0.593 + 0.153 0.795 + 0.005
1+/1— 0.535 + 0.056 0.589 + 0.068 0.657 + 0.222 0.507 + 0.079 0.827 + 0.001

“Numbers reported are means and standard deviations. Randomness is over the choice of support set; experiment is repeated with 20 support sets.
The Appendix contains results for all held-out Tox21 tasks. The result with highest mean in each row is highlighted. The notation 10+/10— indicates
supports with 10 positive examples and 10 negative examples.
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* https://slideplayer.com/slide/5959740/

http://www.secmem.org/blog/2019/08/17/gnn/

« https://www.slideshare.net/databricks/assessing-drug-safety-using-ai

* https://mc.ai/machine-learning-for-drug-discovery-in-a-nutshell%E2%80%8A-%E2%80%8Apart-ii/
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