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Variations on MixMatch

* These include:

1) : Semi-Supervised Learning with Distribution
Alignment and Augmentation Anchoring

https://arxiv.org/abs/1911.09785

2) : Learning Adaptive Interpolation Policy of MixUp with
Meta-Learning https://arxiv.org/abs/1908.10059

3) : Self-Trained Ensemble AutoEncoding Transformations for
Semi-Supervised Learning https://arxiv.org/abs/1911.09265

4) : Towards Realistic Semi-Supervised Deep Learning
Algorithms https://arxiv.org/abs/1912.08766

* Key prerequisite reference

- : Beyond Empirical Risk
Minimization https://arxiv.org/abs/1710.09412
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Semi-Supervised Learning

* Using labelled as well as unlabelled data to perform certain
learning tasks
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Figure 3. Illustration of the usefulness of unlabeled data.
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SSL: Representative approaches

Generative methods

- Using a generative model for the classifier and employing EM to model
the label estimation or parameter estimation process

S3VMs (Semi-Supervised SVMs)
- Using unlabeled data to adjust the decision boundary such that it goes
through the less dense region
Graph-based methods

- Using unlabeled data to regularize the learning process via graph
regularization

Disagreement-based methods

- multiple learners are trained for the task and the disagreements among
the learners are exploited during the SSL process

Semi-supervised clustering

- atechnique that partitions unlabeled data by making use of domain
knowledge, usually expressed as pairwise constraints among instances
or just as an additional set of labeled instances
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Semi-Supervised Learning by Disagreement

* Co-training
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Fig. 1. An illustration of the co-training procedure
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Recent works for SSL

* Entropy Minimization

- encourages the model to output confident predictions on unlabeled
data

@
g l »
PB PR PB PR
Supervised Learning Inference on unlabeled data Entropy

Minimization

=X : https://www.youtube.com/watch?v=nSJP7bn2D1U

a generic model pmose(y | X; 8) which produces a distribution over class labels
y for an input x with parameters 6.
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https://www.youtube.com/watch%3Fv=nSJP7bn2D1U

Recent works for SSL

* Entropy Minimization

- encourages the model to output confident predictions on unlabeled
data

Softmax Temperature
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Entropy
Minimization

Low entropy
for low temperature (T — 0)

Artificial Intelligence Laboratory 7



Recent works for SSL

* Consistency Regularization

- encourages the model to produce the same output distribution
when its inputs are perturbed

sad think smile hug kiss Perturbed sad think smile hug kiss

Unlabeled data ;.1 cled data

» -

sad think smile hug kiss Make diStribUtiOnS more Similar sad think smile hug kiss
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Recent works for SSL

e Generic Regularization (Traditional Regularization)

- encourages the model to generalize well and avoid overfitting the
training data.

[1.0, 0.0] [0.0, 1.0] [0.7, 0.3]
cat dog cat dog cat dog
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Recent works for SSL

e Generic Regularization (Traditional Regularization)

- use weight decay which penalizes the L2 norm of the model
parameters

- MixUp : Encourage the model to have strictly linear behavior
between examples.

£ = Az; + (1 — Nz, where x;, x; are raw input vectors
¥y = Ayi + (1 — A)yj, where ;. y; are one-hot label encodings
# yl, y2 should be one-hot vectors ERM mixup
for (x1, yl), (x2, y2) in zip(loaderl, loader2): ‘:”....‘ .. “.".‘... ..
lam = numpy.random.beta(alpha, alpha) ‘ '-" ‘ - '-"
= V i > - . d ,- 4 “( ". ,-
X Variable (lam *» x1 + (1. lam) x2) ! i ) { " 3
y = Variable(lam * yl + (1. - lam) * y2) - ¥ . ) b / g
‘. ‘.
optimizer.zero_grad() Yoo oge ™ Yoreogs”
loss (net P .backward .
‘ (, (), ¥) = () (b) Effect of mixup (¢ = 1) on a
optimizer.step() toy problem. Green: Class 0. Or-
ange: Class 1. Blue shading indicates

(a) One epoch of mixup training in PyTorch. p(y = 1|z).
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: How to combine three concepts?

CIaSS|fy ﬂ]{hﬂ \
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h
Unlabeled\ é m uiﬂ]] / Average Sharpen

Figure 1: Diagram of the label guessing process used in MixMatch. Stochastic data augmentation
is applied to an unlabeled image K times, and each augmented image 1s fed through the classifier.

Then, the average of these K predictions is “sharpened” by adjusting the distribution’s temperature.
See algorithm 1 for a full description.

X',U" = MixMatch(X,U, T, K, c)

2)
1
Lx =% > H(p,Pmodei(¥ | z;6)) 3)
T,peEX’
1 2
Ly = L] Z g — Pmodel (¥ | u;0)||3 4)
u,qeU’
L=Lx+ LUy 5

where H(p, q) is the cross-entropy between distributions p and ¢, and 7', K, «, and )\, are hyperpa-
rameters described below. The full MixMatch algorithm is provided in algorithm 1, and a diagram
of the label guessing process is shown in fig. 1. Next, we describe each part of MixMatch.
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MixMatch: Algorithm

Algorithm 1 MixMatch takes a batch of labeled data X" and a batch of unlabeled data ¢/ and produces
a collection X’ (resp. U’) of processed labeled examples (resp. unlabeled with guessed labels).

1:

11:
12:
13:
14:
15:

[S—
XIS

Input: Batch of labeled examples and their one-hot labels X = ((acb, p);b € (1,... ,B)), batch of
unlabeled examples U = (ub; be (1,..., B)) , sharpening temperature 7', number of augmentations K,
Beta distribution parameter o for MixUp.
forb =1to Bdo

Ty = Augment(xp) // Apply data augmentation to x

fork =1to K do

o, = Augment(up) // Apply k" round of data augmentation to uy,

end for

Qv = % Zk Pmodel(y | Ub,k;0) // Compute average predictions across all augmentations of us

qy» = Sharpen(gy,T) // Apply temperature sharpening to the average prediction (see eq. (7))
end for
X = (s, pe); b€ (1,...,B)) // Augmented labeled examples and their labels

U= ((@,k,q8);0€(1,...,B), ke (1,...,K)) //Augmented unlabeled examples, guessed labels
W = Shuﬂie(Concat(é\? U )) // Combine and shuffle labeled and unlabeled data

X' = (MixUp(?&-, Wi);ie (1,..., |22|)) // Apply MixUp to labeled data and entries from VW

U = (MixUp(ai, Wiz )it €(,..., |I:{|)) // Apply MixUp to unlabeled data and the rest of W
return X' U’

Artificial Intelligence Laboratory 12



MixMatch: Data Augmentation

. in such a way
that its label remains unchanged.

* Apply data augmentation on both labeled and unlabeled
data (Rotation, Flip, etc)

2: forb=1to B do

3: Ty = Augment(xs) // Apply data augmentation to xy

4. for Kk =1to K do

5: Up g = Augment(ub) Apply k" round of data augmentation to uy
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MixMatch: Label Guessing

* compute of the model’s predicted class
distributions across all the K augmentations of Ub

K

- 1
qdp =— - Z pmodol(y

Up, k3 6)
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MixMatch: Sharpening

* Add for entropy minimization

* apply a sharpening function to reduce the entropy of the
label distribution

* use the common approach of adjusting the “
of this categorical distribution

Sharpen(p, T'); / Z p

1
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MixMatch: MixUp

* Apply MixUp both to labeled and unlabeled samples with
label guessing.

A ~ Beta(a, «)

N =max(\, 1 —))
=Ny + (1= X))o
p'=Np1+(1—XN)p2

10: X = ((i:b,pb); be(l,..., B)) / Augmented labeled examples and their labels

11: U = ((tb,ks qn);b € (1. .., B) /c © ( ,...,K)) /] Augmented unlabeled examples, guessed labels
12: W = Sh fﬂe(Concat(X Z/{)) /| Combine and shuffle labeled and unlabeled data

13: X' = (MixUp( X Wit e (1,. .., |/‘\?|)) /| Apply MixUp to labeled data and entries from VW

14: U’ (I\ILXUp(UZ W?J-HXI)’ i€ (1,..., |Z/A[|)) /] Apply MixUp to unlabeled data and the rest of VW
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MixMatch: Hyper-parameters

* T :Temperature for sharpening (T = 0.5)

* [K: Number of data augmentation for unlabeled samples
(K=2)

. : Unsupervised loss weigh (A, = 100)

: MixUp parameter (a = 0.75)

Artificial Intelligence Laboratory
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Experiments

* Implementation details
- in all experiments we use the “Wide ResNet-28"” model

* four standard benchmark datasets
- CIFAR-10 and CIFAR-100, SVHN, and STL-10

* Baseline Methods
- N-Model (ICLR 2017),
Mean Teacher (NIPS 2017),
Virtual Adversarial Training (ICLR 2017),
Pseudo-Label
MixUp

Artificial Intelligence Laboratory
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I1-Model

M-model
w(t)
>~ = »|  cross- il
Xi N\ : stochastic > network entropy —» weighted loss
augmentation || with dropout squared — sum
difference

7
ZieB fmz er))| > eva!uate .netv&./ork outputs for augmented inppts
Ziep < fo(g(xiep))| > again, with different dropout and augmentation

Temporal ensembling

w(l)
e » cross- J
. entropy | .
———p _— weighted
i ausgt(r:f::tsattl::on wi?hetlv:g:;ut ’ sl,gm > [oss
squared [
@ G »| difference

[ ziep « fo(g9(xien.t)) |

& evaluate network outputs for augmented inputs
Z+aZ+(1-a)z. :
B Mmoving average
2« Z/(1-a" & &

source : [Laine & Aila, 2017]
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Mean Teacher

e averaging model weights instead of predictions

prediction prediction

4 t
* classification o -1 = ) consistency ! [ | I —m =
cost cost
! f !
I e —
1 e — |
e e
’ ’
N —— 6——0 — < 7]
1 exponential ———
————— moving 1
average
. L ] L J
label input student model teacher model

* source : [Tarvainen & Harri Valpola, 2017]
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Virtual Adversarial Training(VAT)

Adversarial
Image

Step 1: Generate the adversarial image

A Minimize
KL divergence

Step 2: Minimize the KL divergence
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* This simple method achieves state-of-the-art performance on benchmark datasets

CIFAR10

Test Error

—— [1-Model VAT
Mean Teacher =~ —#— Pseudo-Label

— MixUp

40% —— MixMatch
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0% | T
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Number of Labeled Datapoints

SVHN —e— T-Model VAT
Mean Teacher =~ —#— Pseudo-Label

v 30% —— MixUp
9 —— MixMatch
Ej 20% ===+ Supervised
)]
kS

10%

mpp—— ———— — e —
0%
250 500 1000 2000 4000

Number of Labeled Datapoints

* Ablation study: all components are important

Ablation 250 labels 4000 labels
MixMatch 11.80 6.00
MixMatch without distribution averaging (K = 1) 17.09 8.06
Averaging MixMatch with K = 3 11.55 6.23
MixMatch with K = 4 12.45 5.88

MixMatch without temperature sharpening (7" = 1) 27.83 10.59 — Sharpening
MixMatch with parameter EMA 11.86 6.47
MixMatch without MixUp 39.11 10.97
: MixMatch with MixUp on labeled only 32.16 9.22
MIXUp | \fixMatch with MixUp on unlabeled only 12.35 6.83
MixMatch with MixUp on separate labeled and unlabeled 12.26 6.50
Interpolation Consistency Training [45] 38.60 6.81

Artificial Intelligence Laboratory

22



References

[Laine & Aila, 2017] Temporal Ensembling for Semi-Supervised Learning, ICML2017

[Tarvainen & Harri Valpola, 2017] Mean teachers are better role models: Weight-averaged consistency targ
ets improve semi-supervised deep learning results, NIPS 2017

[Miyato et al., 2017] Virtual Adversarial Training: A Regularization Method for Supervised and Semi-Superv
ised Learning, TPAMI 2019

[Berthelot et al., 2019] MixMatch: A Holistic Approach to Semi-Supervised Learning, NIPS 2019

23

Artificial Intelligence Laboratory



