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 Drug design

 Inventive process of finding new medications based on the knowledge of a 
biological target.

Drug design



Drug design

 Computer-aided drug design



Molecular graphs

 SMILES (Simplified molecular-input line-entry system)

 Representation of molecules

 initiated by David Weininger at the USEPA Mid-
Continent Ecology Division Laboratory in Duluth in 
the 1980s

 A string-based representation derived from 
molecular graphs

 Recurrent neural networks (RNNs) are ideal 
candidates for these representations



MolGAN: An implicit generative model for small molecular graphs

 MolGAN

 An implicit, likelihood-free 
generative model for small 
molecular graphs 

 Circumvents the need for 
expensive graph matching 
procedures or node ordering 
heuristics of previous likelihood-
based methods



MolGAN

 Schema of MolGAN

GAN + Reinforcement learning



Generative Adversarial Nets

 Generative Adversarial Nets
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Generative Adversarial Nets

 Generative Adversarial Nets

Black dotted line  : Probability distribution of raw data 
Green dotted line : Probability distributions of generator 
Blue dotted line   : Probability distribution of discriminator



Generative Adversarial Nets

 Generative Adversarial Nets



Generative Adversarial Nets

 Algorithm



MolGAN

 Background - WGAN

 Wasserstein distance (Earth move distance)

𝑊𝑝 𝑃𝑟 , 𝑃𝜃

= 𝛾∈Γ
𝑖𝑛𝑓

𝐸 𝑥,𝑦 ~ 𝛾(𝑥,𝑦)(|𝑥 − 𝑦|𝑝)



MolGAN

 Background - WGAN

 WGAN
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 Background - WGAN

 Improved WGAN

gradient penalty



MolGAN

 Background – Deep deterministic policy gradients

state action Reward function
𝑅𝜓(𝑔𝑟𝑎𝑝ℎ)



MolGAN

 Model



MolGAN

 Model – Generator



MolGAN

 Model - Discriminator and reward network



MolGAN

 Model - Discriminator and reward network

 Graph convolution

ℎ𝑖
𝑙
= 𝑠𝑖𝑔𝑛𝑎𝑙 𝑜𝑓 𝑡ℎ𝑒 𝑛𝑜𝑑𝑒 𝑖 𝑎𝑡 𝑙𝑎𝑦𝑒𝑟 𝑙

𝑓𝑠
(𝑙)

= 𝑙𝑖𝑛𝑒𝑎𝑟 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑡ℎ𝑎𝑡 𝑎𝑐𝑡𝑠 𝑎𝑠 𝑎 𝑠𝑒𝑙𝑓 − 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑙𝑎𝑦𝑒𝑟𝑠

𝑓𝑦
(𝑙)

= 𝑒𝑑𝑔𝑒 𝑡𝑦𝑝𝑒 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑎𝑓𝑓𝑖𝑛𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑙𝑎𝑦𝑒𝑟

𝑁𝑖 = 𝑠𝑒𝑡 𝑜𝑓 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑓𝑜𝑟 𝑛𝑜𝑑𝑒 𝑖



MolGAN

 Model - Discriminator and reward network

 Node embedding



Molecular graphs

 Experiments

 Studying the effect of the 𝜆 parameter to find the best trade-off between the 
GAN and RL objective

 Compare MolGAN with ORGAN

• druglikeness, solubility, synthetizability

 Compare MolGAN against variational autoencoding methods

• CharacterVAE, GrammarVAE, GraphVAE



Molecular graphs

 Experiments – dataset

 GDB-17 Dataset

• dataset composed of 166.4 billion molecules of up to 17 atoms of C, N, O, S, and 
halogens 

• contains millions of isomers of known drugs

 QM9 Dataset

• Subset of GDB-13

• contains 133,885 organic compounds up to 9 heavy atoms



Molecular graphs

 Experiments – model



Molecular graphs

 Experiments – evaluation measures

 Validity

• number of valid molecules / number of all generated molecules

 Novelty

• set of valid samples that are not in the dataset / total number of valid samples

 Uniqueness

• number of unique samples and valid samples and it measures the degree of variety during 
sampling.



Molecular graphs

 Experiments – results

 Effect of 𝜆



Molecular graphs

 Experiments – results

 Objectives optimization



Molecular graphs

 Experiments – results

 VAE Baselines



Molecular graphs

 Conclusion

 Model is capable of generating molecular graphs with both higher validity and novelty 
than previous comparable VAE-based generative models

 Compared to a recent SMILES-based sequential GAN model for molecular generation, 
MolGAN can achieve higher chemical property while allowing for at least 5times faster 
training time

 Limitation of our current formulation is their susceptibility to mode collapse
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