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1. Prerequisites
Low resource & Domain discrepancy

https://slideslive.com/38929127/multisource-meta-transfer-for-low-resource-multiplechoice-question-answering
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• Wikipedia
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Most existing MCQA datasets are small in size Corpus from different domains



1. Prerequisites
How does meta learning work?
• Problem

• Low resource setting
• Domain discrepancy

• Existing Methods
• Transfer learning
• Multi-task learning
Fine-tuning on the target domain

Transfer Learning Multi-task learning
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Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805 (2018).
Jin, Di, et al. "Mmm: Multi-stage multi-task learning for multi-choice reading comprehension." arXiv preprint arXiv:1910.00458 (2019).



1. Prerequisites
How does meta learning work?
• Meta-Learning

• Model-Agnostic Meta Learning

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙 =: 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑙𝑙𝑚𝑚)

FFL 𝑦𝑦𝑙𝑙 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙 𝑤𝑤𝑙𝑙 , 𝑥𝑥𝑙𝑙
BPL 𝑤𝑤𝑙𝑙 =: 𝑤𝑤𝑙𝑙 + 𝛼𝛼

𝜕𝜕𝐽𝐽𝑙𝑙
𝜕𝜕𝑤𝑤𝑙𝑙

FFL 𝑦𝑦𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙 𝑤𝑤𝑙𝑙 , 𝑥𝑥𝑚𝑚
BPL 𝑤𝑤𝑚𝑚 =: 𝑤𝑤𝑚𝑚 + 𝛼𝛼

𝜕𝜕𝐽𝐽𝑚𝑚
𝜕𝜕𝑤𝑤𝑚𝑚

𝐽𝐽: 𝑙𝑙𝑚𝑚𝑙𝑙𝑙𝑙 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚𝑓𝑓
𝑆𝑆𝑓𝑓𝑆𝑆𝑆𝑆𝑚𝑚𝑆𝑆𝑓𝑓 𝑓𝑓𝑡𝑡𝑙𝑙𝑡𝑡𝑙𝑙 ∶ 𝑥𝑥𝑙𝑙~𝑋𝑋 𝐸𝐸𝑓𝑓𝐸𝐸𝑓𝑓𝑓𝑓𝑆𝑆𝑦𝑦 𝑓𝑓𝑡𝑡𝑙𝑙𝑡𝑡𝑙𝑙 ∶ 𝑥𝑥𝑚𝑚~𝑋𝑋

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑤𝑤𝑚𝑚 from
𝑏𝑏𝑡𝑡𝑓𝑓𝑡𝑡𝑏𝑏𝑚𝑚𝑓𝑓𝑚𝑚 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑙𝑙

Fast Adaptation

Meta-Learning

Finn, Chelsea, Pieter Abbeel, and Sergey Levine. "Model-agnostic meta-learning for fast adaptation of deep networks." arXiv preprint arXiv:1703.03400 (2017).



1. Prerequisites
How does meta learning work?
• Learn a model that can generalize over the task distribution



2. Multi-source
Meta Transfer



2. Multi-source Meta Transfer(MMT)
Meta-Learning vs. Multi-source Meta Transfer(MMT)

• MMT learns knowledge from multiple source
• Reduce discrepancy between sources and target



2. Multi-source Meta Transfer
Multi-source Meta Transfer

1. Multi-source Meta Learning(MML)
2. Meta-Transfer Learning(MTL)
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2. Multi-source Meta Transfer
1. Multi-source Meta Learning(MML)

• Learn knowledge from multiple sources
• Learn a representation near to the target

2 3

4

4

3

1

2

Target

Representation spac
e

1
Input space

Target

MMT model

Supervised MMT

Task in source 3  
Task in source 4

Task in source 1  
Task in source 2

MMT representation  
Source representation

MTL  
MML



2. Multi-source Meta Transfer
2. Meta-Transfer Learning(MTL)

• Finetune meta-model to the target source
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2. Multi-source Meta Transfer
How MMT samples the task?
• Samples the number of choices equal to the number of choices in the target task.

• The correct answer choice must be included, and the number of choices that the source task 
has must be equal to or greater than the number of choices of the target task.

Target Task
(MCQA task that has 3 choices)



2. Multi-source Meta Transfer
How MMT samples the task?

Target Task
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2. Multi-source Meta Transfer
How MMT samples the task?
MML
• MMT is agnostic to backbone models

• Sequentially do below algorithm on source datasets
• Sample Support task and Query task from 

the same distribution
• Update the learner (𝜃𝜃′) on support task
• Update the meta model (𝜃𝜃′) on query task
• Update the meta model (𝜃𝜃′) on target data

MTL
• Transfer meta model to the target

MML

MTL



3. Experiments
& Results



3. Experiments & Results
Experiments
• Settings

• The backbone model : BERT & RoBERTa
• The maximal sequence input length : 512 for BERT, 256 for RoBERTa
• The model optimization : Adam, initial lr of fast adapt : 1e-3, the rest ones are set to 1e-5

• Dataset



3. Experiments & Results
Results
• MMT(RoBERTa) achieves the best performances overall benchmark datasets

• MMT is able to boost up performance over different pre-trained language models

• MMT is backbone-free, It can improve the performance with the advance of LMs



3. Experiments & Results
How to select sources?
• Source selection is prerequisite step for MMT

• Dissimilar data sources will cause negative transfer when their distribution is far away from 
the target one.

• To handle this,  the model learns from dissimilar sources to similar one



4. Conclusion



4. Conclusion

• MMT extends meta learning to multiple sources on MCQA task
• MMT provides an algorithm both for supervised and unsupervised meta 

training
• MMT gives a guideline to source selection



Q & A
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