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Why choose Webly supervised learning?
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A Survey of Zero-Shot Learning: Settings, Methods, and Applications

FUTURE DIRECTIONS 



Fine-grained image recognition?
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Deep learning for fine-grained image analysis: A survey 



Label-Embedding for Image Classification
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Label-Embedding for Image Classification



Motivation

• targets at distinguishing subtle distinctions among various 
subordinate categories 

🡪 the scarcity of well-labeled training images 

• reasons 
 high demand of professional knowledge 

 the number of subcategories belonging to one category is generally 
very huge 

     

🡪 lack of well-labeled training images becomes a critical issue 
for fine-grained classification 
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Introduction

1. utilize freely available web images without human 
annotation(WSL)
 the labels of web images are very noisy and the data distribution 

between web images and test images are considerably different 

2. only annotate some fine-grained categories and transfer 
the knowledge to other fine-grained categories, which 
falls into the scope of zero-shot learning (ZSL) 
 the performance gap between ZSL and traditional supervised 

learning is still very large 
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WSL ZSL+



Our framework
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Our Formulation
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Sparse Coding
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Norm
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https://eehoeskrap.tistory.com/227

https://eehoeskrap.tistory.com/227


Knowledge Transfer
from fully-supervised categories to weakly-supervised categories

• First Stage
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Learn the dictionary of fully-supervised categories

 

Unsupervised domain adaptation for zero-shot learning, in ICCV 2015



Knowledge Transfer
from fully-supervised categories to weakly-supervised categories

• First Stage
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Guaranteed minimum-rank solutions of linear matrix equations 
via nuclear norm minimization. SIAM review 

 



Utilizing Noisy Web Images

• The domain shift between web images and test images
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Maximum Mean Discrepancy (MMD) [15] based regularizer

To reduce the distance between the center of 
weighted web images and the center of test images 



Regualrization
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Regularization : 모델 복잡도에 대한 패널티로 Regularization은 
Overfitting 을 예방하고 Generalization(일반화) 성능을 높이는데 도움을 
줌. 종류로는 L1 Regularization, L2 Regularization, Dropout, Early 
stopping 등이 있음

https://enginius.tistory.com/476

https://enginius.tistory.com/476


• The label noise of web images

Utilizing Noisy Web Images
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The group-lasso regularizer

we actually leverage auxiliary categories to help 
tackle the label noise of web images



Optimization
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A novel solution based on inexact Augmented 
Lagrange Multiplier (ALM)

 



• Minimize the following augmented Lagrangian function 

Optimization
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Optimization
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Experiments - Fine-grained Image Classification

• Dataset
 Caltech-UCSD Bird (CUB)

 Scene UNderstanding (SUN) attribute dataset

 Stanford Dogs dataset

 Flickr image dataset : queries to collect the top ranked 100 images 
from Flickr website for each category

• Features:
 Visual features 

• 4,096-dim output of the 6-th layer of the pretrained VGG model

 Semantic representations:
• Two types of word vectors Word2Vec and GloVe

• Train language models based on the latest Wikipedia corpus, with the 
word vector dimension being 400

• Concatenate the word vectors, leading to an 800-dim vector for each 
category
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simply learns a linear regressor based on web training images

Domain adaptation(DA) baselines

WSL baselines

ZSL baselines

 



Experiments - Utilizing More Web Images 
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Experiments - Qualitative Analysis of Learnt Weights θ 
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Extension to Generalized Setting 
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Conclusion

• A new learning scenario for fine-grained image classification 
by jointly utilizing web data and auxiliary labeled 
categories.

• Develop a novel learning model, which unifies WSL and ZSL 
in one formulation with an efficient and effective solution.
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