
MixBoost: Synthetic Oversampling using Boosted 
Mixup for Handling Extreme Imbalance

Anubha Kabra et al

Media and Data Science Research Lab, Adobe

ICDM�2020

Park, MinKyu

2021.08.12

Dongguk University

Artificial Intelligence Laboratory

mkpark73@dongguk.edu

* 2020 IEEE International Conference on Data Mining (ICDM). 



Motivation

• In most of datasets, the instances of one class (the majority class) far 
outnumber those of the other class (the minority class) is a challenging 
problem.

• Data augmentation methods are used to alleviate this problem.

• These methods generate good quality synthetic instances in regions of 
the input space where the classification model is already accurate.

• Existing methods generate synthetic homogeneous instances, i.e., 
instances that belong to a single class (usually the minority).

• Recent work in the domain of Computer Vision has demonstrated effect 
of non-homogeneous hybrid samples to learn robust representation.
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methods to augment an imbalanced dataset

• Under-sampling methods : 
- discard instances of the majority class at random to balance the class 

distribution à a loss of information

• Over-sampling methods :
- duplicate instances of the minority class at random to balance the class 

distribution
- SMOTE [5] creates synthetic minority instances by interpolating minority 

class instances in the training data à SMOTE ignores majority class data
- To expand the space spanned by generated instances, SWIM [18] creates 

instances by inflating minority class data along the density contours of 
majority class data
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Contribution

• To learn robust representations, Generate non-homogeneous hybrid 
samples that have elements of majority and minority class.

• Key idea
- First, Select the instances for mixing intelligently.
- Second, Mix instances of the minority and majority class to generate 

synthetic hybrid instances that have elements of both classes.

5



6

Mixup:�Example



MixBoost

• generates synthetic hybrid instances by interpolating instances from 
the majority and minority classes

1. Candidate Selection (Boost): We sample candidate instances from the 
majority and minority classes in 𝐷!"#$%

&"$' prior to mixing.

2. Hybrid Generation (Mix): We mix the sampled instances to generate 
synthetic hybrid instances Dhyb := (𝑋hyb; 𝑌hyb) denotes the set of 
synthetic instances generated in this step (and each synthetic instance is 
correspondingly referred to as 𝑑hyb).
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Candidate Selection (the Boost step)

• Two alternative strategies
• R-Selection

- Randomly selects (majority and minority) candidates.

• Entropy Weighted (EW) Selection: 
- Actively weighting candidates with the uncertainty
- �⃗�!"#$% is the probability distribution over target classed output by the classifier M

- 𝐸% measures the distance of the instance to the decision boundary of the classifier.
- A high 𝐸% implies that M is uncertain about the ground-truth class for the instance
è the instance is close to decision boundary.
- A low 𝐸% implies that M is certain about the ground-truth class for the instance
èthe instance is far from to decision boundary
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Candidate Selection (the Boost step)

• Entropy Weighted (EW) Selection: 
- augmenting training dataset with synthetic instances in vicinity of high 

entropy feature sub-spaces can improve model training performance
- %𝐸( = Σ 𝐸$∀𝑥($ 𝑥$ 𝑤𝑖𝑡ℎ 𝑐𝑙𝑎𝑠𝑠 𝑐( : the sum of entropy values for majority 

class instances, %𝐸) = Σ 𝐸$∀𝑥)$ 𝑥$ 𝑤𝑖𝑡ℎ 𝑐𝑙𝑎𝑠𝑠 𝑐) : the sum of entropy 
values for minority class instances

- 𝑃 𝑥$ |𝑐( and 𝑃 𝑥$ |𝑐( denote the entropy ratios
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Hybrid Generation (the Mix step)

- (𝑥(, 𝑦() and (𝑥), 𝑦)) is instances selected (in the Boost step) from majority 
and minority class respectively

- The classifier is re-trained with the original data augmented with the hybrid 
instances prior to the next iteration of MixBoost.
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𝑢𝑠𝑖𝑛𝑔 𝑡𝑟𝑎𝑖𝑛𝑒𝑑 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟

𝑅𝑒-𝑡𝑟𝑎𝑖𝑛(𝑋!"#$% , 𝑌!"#$%) (𝑥&'(, 𝑦&'() (𝑋!"#)%
#)* , 𝑌!"#)%

#)* )

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒 𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛

𝑥$%& = 𝜆𝑥' + (1 − 𝜆)𝑥( 𝑦$%& = 𝜆𝑦' + (1 − 𝜆)𝑦(



Experimental Settings

• Datasets
- train : test = 5 : 5
- Randomly down-sample to 

simulate different levels of 
extreme imbalance

èTest at three levels of imbalance, 
size 4, 7, and 10.

• Evaluation:
- 𝑔 −𝑚𝑒𝑎𝑛 = 𝑇𝑃𝑅 ×𝑇𝑁𝑅
- ROC-AUC scores.
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Results
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* ALT: ROS, RUS, SMOTE,B1, B2,  SMOTE with Tomek Links, ADASYN

• MixBoost using R-selection or EW-selection outperforms existing methods on 18 out of 20 datasets.

• EW-selection is significantly better than R-selection on several datasets.



Ablation Study
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A. Impact of sampling instances over multiple iterations 

B. Impact of choice of distributions for sampling λ 

E. Impact of number of generated synthetic hybrid-instances 



Related Work

• classification problems on imbalanced datasets 
- First, sampling-based approaches and second, cost-based approaches 
- focus on sampling-based approaches 

• The most straightforward re-sampling strategies are Random under Sampling 
(RUS), and Random over Sampling (ROS) 

• SMOTE (Synthetic Minority Oversampling Technique) : generates a synthetic 
instance by interpolating the k-nearest neighbors of a minority class instance in 
the training data 

• Extensions of SMOTE [9] add a post-processing step that tries to remove 
generated instances that might degrade the performance of the classifier. 
à Adaptive Synthetic Oversampling (ADASYN) [14], borderline SMOTE [12], 
Majority Weighted Minority Oversampling [13] 

• SWIM[18] uses information from the majority class to generate synthetic 
instances 

• use a Generative Adversarial Network (GAN) trained on minority class data 
to generate synthetic training instances 
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Conclusion

• we tackle the problem of binary classification on extremely imbalanced 
datasets. 

• we propose MixBoost, a technique for synthetic iterative over-sampling. 
MixBoost intelligently selects and then combines instances from 
the majority and minority classes to generate synthetic hybrid instance. 

• future study
- focus on evaluating MixBoost for multi-class classification 
- adapt the idea of iterative sampling 
- generation through interleaved Mix and Boost steps for regression tasks 
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