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Introduction

● Obfuscated by a complex background and multiple objects in one 
image, they are hard to promote the research of few-shot object 
detection/segmentation. 

●  Extends Faster /Mask R-CNN by proposing meta-learning over 
RoI (Region-of-Interest) features instead of a full image feature. 
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● Provided with very few labeled data (1∼10 shots) in novel classes, 

low-shot learners are trained to recognize the data-starveclass 
objects with the aid of base classes with sufficient labeled data 

Introduction
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●  In terms of instance-level learning tasks, e.g., object 

detection/segmentation, prior works in low-shot learning contexts 
remain rarely explored

● It is more difficult to detect/segment objects with multi-structure tags 
than to annotate images

Introduction



●  A novel meta-learning paradigm based on the RoI 
(Region-of-Interest) features produced by 
Faster/Mask R-CNN.  

● Blended undiscovered objects could be “pre-processed” via the RoI 
features produced by the first-stage inference in Faster /Mask R-CNNs. 

● PRN（Region Proposal Network）：
● PRN is fully-convoluted
● shares the main backbone’s parameters with Faster /Mask R-CNN.
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Introduction



Tasks and Motivation
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●  low-shot visual object recognition 

●  In few-shot object recognition, a learner h(;θ) receives training data from base 
classes C

base 
and novel classes C

novel
. So the data can be divided into two groups:

●    D 
base 

= 

●  D novel = {

base

 novel novel }n novel 
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●  low-shot visual object recognition 

● h(;θ) aims to classify test samples drawn from P
novel

. 

● h(;θ) with small dataset D
novel 

to identify C
novel 

suffers model overfitting, 
whereas training h(;θ) with D

base 
∪ D

novel 
still fails, due to the extreme data 

quantity imbalance between Dbase and Dnovel (n2 << n1).
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●  

● Few-shot object detection / segmentation

● In the two-stage detection model, ROL features pass through the region 
proposal network (RPN). It is input into the predictor head of the second 
stage to achieve RoI-based object classification, location positioning 
and contour segmentation. In view of this, it is best to remodel the head 
of the R-CNN predictor as h(zi,j,Dmeta;θ) in order to perform the 
process for each region of interest (RoI) feature ˆzi,j. behind the object 
zi,j. Classification, positioning and segmentation.



Meta R-CNN
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● Meta R-CNN is conceptually simple: its pipeline consists of 1). Faster/ 
Mask R-CNN; 2). Predictor-head Remodeling Network (PRN). 

● Faster/ Mask R-CNN produces object proposals               by their region 
proposal networks (RPN).

●  Each ˆzi,j combines with class-attentive vectors inferred by our PRN, 
which plays the role of h(, Dmeta;θ) to detect or segment the 
novel-class objects.
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●  Predictor-head Remodeling Network (PRN)

● Meta R-CNN is conceptually simple: its pipeline consists of 1). Faster/ 
Mask R-CNN; 2). Predictor-head Remodeling Network (PRN). 

● Faster/ Mask R-CNN produces object proposals               by their region 
proposal networks (RPN).

●  Each ˆzi,j combines with class-attentive vectors inferred by our PRN, 
which plays the role of h(, D

meta
;θ) to detect or segment the novel-class 

objects.



Implementation
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●  Meta R-CNN is trained under a meta-learning paradigm.

● Mini-batch construction. Simulating the meta-learning paradigm we have 
discussed, a training mini-batch in Meta R-CNN is comprised of m 
classes Cmeta ∼ Cbase ∪Cnovel, a K-shot m-class meta-set Dmeta 
and m-class training set Dtrain

● R-CNN module receives an image input x that contains objects in m 
classes, a mini-batch consists of x (Dtrain) and mK resized images with 
their structure label masks.



Implementation
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● Meta R-CNN entails two inference processes based on Faster/Mask R-CNN module 
and PRN.



Experiments
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Experiments
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Discussion and Future Work
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● Few-shot object detection/ segmentation are very valuable 

● Meta R-CNN overcomes the shared weakness of existing 

● It endows traditional Faster/ Mask R-CNN with the generalization 
capability in front of few-shot objects in novel classes. 



THANKS
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Q&A
Thank 
you!


